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Question 1. In both parts || - || denotes the Euclidean length, i.e. ||z| = VaTlx.

(a) (10 points) Find # € R? such that

is as small as possible by exploiting the QR factorization
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(b) (10 points) Let A € R™*™ with m > n and b € R™. Show that the z value
making ||Ax — b|| as small as possible is unique if and only if dim(Col(A4)) = n.

Question 2. This questions concerns the integral
2
/ 22 f(x) dx (1)
0

(a) (10 points) Find the Newton-cotes formula

wo f(zo) + w1 f(z1)

for the integral (1) with two equally-distant nodes xp = 0 and x; = 2. Recall
that to derive the formula you need to replace f(z) with f,,(x), which is the
Lagrange polynomial passing through the points (zy, f(x)) for k =0, 1.

(b) (10 points) Determine a and b so that the degree of exactness of the quadrature
formula of the form af(b) (with only one node, i.e. n = 0) for the integral (1)
is as large as possible.

Question 3. The QR algorithm is one of the standard approaches to compute the
eigenvalues of a matrix A € R™". Below a pseudocode is provided for the QR
algorithm. It generates a sequence of matrices {Ay} that usually converges to an
upper triangular matrix in the limit as £ — oo.

Ag— A

for k=0,1,... do
Compute a QR factorization Ax = Qi Ry
Apg1 — RpQx

end for

(a) (10 points) Apply one iteration of the QR algorithm to the matrix A provided

below.
3 =2
=[]
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(b) (10 points) It can be shown that under reasonable assumptions for a symmetric
matrix A as k — oo the matrix

Qr = QoQ1 ... Qx_1

approach an orthogonal matrix () = [ qQ 92 .- Gn ] such that ¢1,q2, ..., qn
are the eigenvectors associated with the eigenvalues A, Ao, ..., A, of A.
Show that
A
A2
QAQ = A~
An

where A is a diagonal matrix.

Question 4. (20 points) Define the iterates of Newton’s method for root-finding
when applied to the function f(z) = (z—2)(x—1)2. Derive the order of convergence
for every Newton sequence that converges to a root of f(z) = (z — 2)(x — 1)? (i.e.,
derive the order of convergence for each zero of f(z)).

Question 5. This question concerns Newton’s method for a root of a vector-valued
function F': R™ — R"™. Assume that F' is continuously differentiable and let Z be a
point at which the Jacobian matrix F’(Z) is nonsingular. Assume that || - || denotes
the Euclidean length of a vector, i.e. ||z|| = VaTz.

(a) (10 points) If ¢ : R — R is the univariate function () = [|F(Z + ap)||, find
an expression for ¢/(«) in terms of p, F(Z + ap) and F'(T + ap).

(b) (10 points) Suppose that p is the direction generated by Newton’s method at
z for finding a root of F'(x). Show that ¢’(0) < 0.
(Note : ¢'(«) is the directional derivative of ||F(Z + ap)|| along the direction
p; ¥'(0) < 0 means that along the Newton direction p the Euclidean length of
F(x) is decreasing at .)



