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Problem 1. (10 points) Find every polynomial p ∈ P3 such that

p(−1) = 4 and p(2) = 3.

Show your work.
(Recall that Pn denotes the set of polynomials p : R → R of degree at most n.)
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Problem 2. (17 points) The transformation T : P2 → P2 defined by

T (p) :=
d2p

dt2
+ 3

dp

dt
+ 2p

is linear. Furthermore, let B = {1, 1 + t, 1 + t + t2} and C = {1, t, t2}, both of which are bases for P2.

Find a matrix M such that
[T (p)]C = M [p]B

for every p ∈ P2.
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Problem 3. Let

S = span




1
1
1
1

 ,


1
0
1
1

 ,


1
1
0
1


 .

(a) (12 points) Find an orthonormal basis for S.
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(b) (5 points) Find the orthogonal projection of the vector v = (1, 0, 1, 0) onto S.

Problem 4. Indicate in each part whether the statement is true or false for every pair of matrices A
and B that are similar. Give a brief explanation for your answer.

(a) (4 points) The determinants of A and B are equal.

(b) (4 points) A and B have the same column space.

(c) (4 points) The set of eigenvalues of A and B are the same. Furthermore, the algebraic multiplic-
ities of λ as an eigenvalue of A and as an eigenvalue of B are equal.

(d) (4 points) The eigenspaces of A and B are the same.
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Problem 5. (10 points) Let us consider the vector space P2 with the inner product

〈p,q〉 :=

∫ 1

−1

p(t)q(t) dt

and the norm

‖p‖ :=
√
〈p,p〉 =

√∫ 1

−1

[p(t)]2 dt.

Find p∗ ∈ P1 such that ‖t2 − p∗‖ ≤ ‖t2 − p‖ for all p ∈ P1.
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Problem 6. Indicate in each part whether the matrix A is invertible or not. Explaining your reason-
ing. Also in each part indicate the dimension of the null space of A.

(a) (6 points) A = u1u
T
1 where u1 ∈ Rn is a nonzero vector and n ≥ 2.

(b) (4 points)

A =


1 t1 t21 t31 t41
1 t2 t22 t32 t42
1 t3 t23 t33 t43
1 t4 t24 t34 t44
1 t5 t25 t35 t45


where t1, t2, t3, t4, t5 ∈ R are distinct real numbers (that is ti 6= tj for i, j = 1, . . . , 5 such that
i 6= j).
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Problem 7. Every real symmetric n × n matrix A satisfying AT = A has n real eigenvalues, say
λ1, . . . , λn. Furthermore, the eigenvectors v1, . . . ,vn of the symmetric matrix A corresponding to the
eigenvalues λ1, . . . , λn can be chosen as vectors in Rn such that the set {v1, . . . ,vn} is orthonormal
(with respect to the standard inner product 〈x,y〉 = x1y1 + · · · + xnyn on Rn). In parts (a) and (b)
below, you can make use of these facts.

(a) (6 points) Let A be a real symmetric n× n matrix. Prove that the function 〈·, ·〉 : Rn ×Rn → R
defined by

〈x,y〉 = xT Ay

is an inner product on Rn if and only if all eigenvalues of A are positive.

(b) (4 points) Specifically, is the following function

〈x,y〉 = 3x1y1 − x1y2 − x2y1 + 3x2y2 = xT

[
3 −1

−1 3

]
y

an inner product on R2?
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Problem 8. Let S1, S2 be two subspaces of a vector space V such that S1+S2 = V and S1∩S2 = {0},
where S1 + S2 is defined by

S1 + S2 := {s1 + s2 | s1 ∈ S1, s2 ∈ S2}.

Every vector v ∈ V can be written of the form

v = vS1 + vS2 , (1)

for some vS1 ∈ S1 and vS2 ∈ S2 in a unique way. We refer (1) as the unique decomposition of v.

(a) (5 points) Consider the transformation P : V → S1 defined by

P (v) := vS1

for every v ∈ V , where vS1 is as in (1) in the unique decomposition of v. Prove that P is linear.
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(b) (5 points) Now suppose an inner product 〈·, ·〉 is defined on V . Recall that a given vector v ∈ V
can also be decomposed into

v = ṽS1 + ṽS⊥1
,

for some ṽS1 ∈ S1 and ṽS⊥1
∈ S⊥1 in a unique way.

Prove
‖ṽS⊥1

‖ ≤ ‖vS2‖

where vS2 is as in (1) (on page 9) in the unique decomposition of v.


