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This chapter introduces the notion of passive dynamic haptic interaction with video, and describes the
computation of force due to relative motion between an object in a video and the haptic interface point (HIP)
of a user, given associated pixel-based depth data. While the concept of haptic video, that is, haptic rendering
of forces due to geometry and texture of objects in a video from the associated depth data, has already
been proposed, passive dynamic haptic interaction with video has not been studied before. It is proposed that
in passive dynamic interaction, a user experiences motion of a video object and dynamic forces due to its
movement, even though the content of the video shall not be altered by this interaction. To this effect, the
acceleration of a video object is estimated using video motion estimation techniques, while the acceleration
of the HIP is estimated from the HIP position acquired by the encoders of the haptic device. Mass values
are assigned to the video object and HIP such that user interaction shall not alter the motion of the video
object according to the laws of physics. Then, the dynamic force is computed by using Newton’s second law.
Finally, it is scaled and displayed to the user through the haptic device in addition to the static forces due
to the geometry and texture of the object. Experimental results are provided to demonstrate the difference in
rendered forces with and without including the dynamics.

I. INTRODUCTION

HE next-step in digital media technologies will be truly immersive 2D or 3D high definition media with

the help of additional modalities. One of these new modalities will be touch, which is a powerful sense
for humans. Haptic video refers to adding a sense of touch to video by pre-authoring shape and texture of
certain objects, which offers viewers the possibility of passive immersive experiences in entertainment and
education applications. With haptic video, viewers will be able to touch these video objects to experience their
3D shape, texture and motion.

Haptic interaction has been originally proposed for virtual environments (Srinivasan and Basdogan, 1997;
Basdogan et al., 2000; Basdogan and Srinivasan, 2001; Magnenat-Thalmann and Bonanni, 2006; Salisbury
et al., 2004). The potential of adding haptic force feedback into 2D broadcast video has first been discussed
by O’Mohdrain and Oakley (O’Modhrain and Oakley, 2003, 2004). They have defined the term presentation
interaction; which involves changing the location of the main character in a cartoon movie through the use of
a two degree-of-freedom haptic force feedback interface without altering the structure of narrative. When the
user moves the haptic cursor, the character’s rendered location in the scene is changed and the force vector
derived from the character’s displacement from the center of the screen is displayed to the user through the
device. In some applications, vibrotactile feedback is also displayed in addition to the force feedback.

Recently, haptic interaction with video has advanced to include rendering structure and texture. Haptic
structure refers to touching/feeling the 3D geometry of a video object. The 3D structure can be rendered
using full 3D polygon or mesh models or 2.5D pixel-based depth data. A video together with associated depth
data for each pixel is called a “2.5D representation” in the computer vision literature and “video-plus-depth
representation” in the MPEG (Motion Picture Experts Group) community. Since recent MPEG standards for
3D video rely on such representations, for example the multi-view video plus depth (MVD) or layered depth
video (LDV) representations of 3D video (Miiller et al., 2008; Smolic and Kauff, 2005), it is expected that
video together with associated depth images will be widely available in the future and can be used for haptic
interaction. Haptic texture refers to rendering surface properties (e.g., roughness) of objects in a video, which
can be recorded and encoded as separate video channels. Cha et al. have been the first to propose computing
haptic information from depth images rather than full 3D object/scene models (Cha et al., 2006, 2005). They
have modified the proxy graph algorithm (Walker and Salisbury, 2003) for haptic rendering of depth images
by constructing a triangular surface model from the depth data and taking the projection of the line segment



constructed between the current and previous haptic interface point (HIP) positions onto the depth image to
determine a list of candidate triangles for the collision detection. Then, the collision between the HIP and the
video object is detected using this list of candidate triangles. Using this approach, they displayed the rendered
force due to the geometrical properties of the object via a three degree-of-freedom haptic interface.

More recently, rendering forces to enable the viewer to follow/sense the motion trajectory of a video object
has been proposed. Gaw et al. proposed a system for manually annotating haptic motion trajectory information
in sync with a movie, though the haptic information due to the geometry has not been considered in rendering
(Gaw et al., 2006). The system proposed by Yamaguchi et al., generated the haptic effect automatically from 2D
graphics using the metadata description of the movement characteristics of the content (Yamaguchi et al., 2006).
Cha et al. developed an authoring/editing framework for haptic broadcasting in the context of passive haptic
interaction by extending MPEG binary format for scene (BIFS). They defined two modes of haptic playback,
kinesthetic and tactile. In the kinesthetic mode, viewers are forced to follow a predefined motion trajectory with
the help of a proportional-derivative (PD) controller, where the applied force is proportional to the distance
between the object and the HIP position and the derivative of this distance. The tactile mode involves display
of pre-determined vibrations to the user while the video plays. The magnitude of the vibration is determined
by the gray scale level in the tactile effect channel embedded into the video clip. The user experiences haptic
sensation when a selected character in the video interacts with another character or an object, or performs
an action where the trajectory of the motion can be sensed (Cha et al., 2007). Rasool and Sourin add haptic
information to image and videos as a function-based description, where they embed predefined functional
representation of the force fields due to motion of a video object (Rasool and Sourin, 2010). Lastly, Ryden
et al. demonstrate real-time haptic interaction with a moving object recorded by Kinect™. They estimate the
force displayed to the user using the contacts between the HIP and the point cloud representation of the object
acquired by the camera without considering the relative motion between the object and the HIP (Ryden et al.,
2011).

Previous literature on passive haptic interaction with a video deals with either displaying pre-recorded
vibrations to the user when an object in the video interacts with another object, or displaying pre-recorded
forces due to the trajectory of a moving object in the scene, or rendering forces only due to the geometrical and
material properties of a video object. There is not any earlier study that considers the computation of dynamic
forces due to the relative acceleration of video objects. Two important observations regarding the passive
dynamic haptic interaction are: i) Motion is always observed and defined relative to a frame of reference. For
example, if there is camera pan in the direction of motion of a moving object, the apparent motion of the
object shall be slower than its actual motion. Furthermore, the HIP, which is used to interact with the object,
may or may not be moving. In this chapter, the term “relative motion” refers to the apparent motion of a
video object. ii) Unlike in active haptic interaction such as in virtual reality or game applications, in passive
interaction, neither the geometry nor the motion of an object in the video can be modified by interacting with
it, but the geometry and motion of the video object can be experienced by users simultaneously. To this effect,
the HIP should act like a “fly” interacting with a “horse”. Even though a fly may have acceleration, it cannot
change the velocity or direction of the motion of a horse. However, a fly moving on the surface of a horse
can feel its geometry as well as the dynamic forces due to its motion.

The aim of this chapter is to introduce passive dynamic haptic interaction with a video object, given a 2.5D
video representation, considering the dynamic forces due to the relative motion of a video object with respect
to the HIP in addition to the static forces due to the geometry of the video object. The main novelties of
our approach include: 1) a method for computation of dynamic forces for passive interaction considering the
relative motion between a video object and the HIP, and 2) a new haptic rendering method based on pixel-
based depth data without any partial reconstruction of the object surface. The organization of the chapter
is as follows: Section II discusses the computation of static and dynamic forces, as well as describing the
mapping between graphical/image and haptic workspaces and force interpolation. Section III describes video
processing methods for acquiring more smooth haptic feedback. Section IV elaborates on the experimental
setup and results, while conclusions are given in Section V.



II. COMPUTATION OF FORCE EXPERIENCED BY THE USER

Haptic video requires the computation of forces that a user would experience as if the user actually touches
an object in the video. Because a haptic interface point (HIP) is used to interact with the object, the user
would feel as if touching and feeling the object with a finger tip. The total force experienced by the user,
ﬁuser can be modeled as the sum of static force, ﬁstatic’ based on the geometrical and material properties
of an object and dynamic force, ﬁdynamic, due to the relative motion between an object in the video and the
cursor, also called the HIP.

—

Fuser = _istatic + ﬁdynamic (1)

In computing ﬁdymmic, the acceleration of a video object is estimated from the video using motion
estimation techniques, while the acceleration of the HIP is computed from the HIP position data via numerical
differentiation.

The force ﬁuser(t) is calculated when the HIP penetrates into the video object. If (Zhaptic(t), Ynaptic(t),
Zhaptic(t)) are defined as the current position of the HIP in the 3D haptic space, Fliger(t) can be calculatede
only if zpaptic(t) is inside the object as determined from the object depth map value at hgep(Zimg(t), Yimg(t)),
where (Zimg(t), Yimg(t)) denotes the HIP position mapped into the image coordinates. This mapping and
further implementation details are discussed in Section II-C.

A. Static Force

This section discusses a modification of the method proposed by Ho et al. (1999) for haptic rendering of
textures mapped onto a 3D geometrical object. Ho et al. (1999) perturb the surface normal of the object,
where the HIP contacts object, computed from a 3D geometric model, using the gradient of the texture field,
which is defined as a texture height for each pixel.

In order to generate the 3D structure of a video object, it can be assumed that the depth values at each
pixel, obtained from a given depth image (which is a height value defined for each pixel), are superposed
onto a 2D planar surface. Then the surface normal at each pixel are computed using the perturbation method
proposed by Ho et al. (1999) The most general form of the expression for calculating the perturbed surface
normal, proposed by Ho et al.(1999), is given by

Mgeo = NS - 6hdep + (ﬁhdepﬁs)ﬁs (2)

where, the perturbed surface normal, Mgeo, is defined as the difference between the original surface normal
of the object, Ny, and the local gradient of depth map value, ﬁhdep, and added to the projection of the local
gradient onto the surface normal at the contact point. Since the image plane is initially 2D, the surface normal
at any given point is taken as (0,0,1) by default. Furthermore, the local gradient of the depth map, which is
calculated by the Sobel operator around a given point, has only x and y components. Hence, the dot product
of ﬁhdep with N, is equal to zero, which simplifies (2). Then, for stability reasons as suggested by Ho et al.
(Ho et al., 1999), the direction and magnitude of the force vector experienced by the user can be calculated
by

=~ | (d—Kh)Ny+ KhMg, ifd>Kh 3
SAE T AM e, if d < Kh
d= O4hdep(ximg (t)a Yimg (t)) - Zhaptic(t) 4)

In (3), K is a scalar that depends on the surface texture properties, while h is the normalized depth value
at the current HIP position. In (4), d denotes depth of penetration into the object surface. Penetration is
the difference between the depth image (map) value hg4e), at the HIP position mapped into image coordinates
(Zimg(t), Yimg(t)) and the z-component of the HIP in the haptic workspace, zpqpric(t). Note that hge,, is scaled
by « in order to convert the depth code value to the physical units of the haptic device workspace.



B. Dynamic Force

One of the main novelties of this chapter is introducing the concept of dynamic force experienced by a
user due to the relative motion between the video object and the HIP. The motion of a video object actually
represents the relative motion between the corresponding scene object and the camera. For example, in the
case of a camera pan, the apparent motion of the video object may feel larger or smaller than its actual motion
depending on the direction of the pan. Since typically access to camera calibration parameters is limited, force
experienced by the user is calculated based on the apparent motion of the video object relative to the HIP.
Since the HIP can be stationary, or moving towards or away from the video object, the dynamic component
of the force experienced by the user will vary according to the relative motion between the video object and
the HIP.

For simplicity, it is assumed that the object has a constant acceleration from one frame to another and
calculate its acceleration using .

C_iobject = %’5 = Zigf_lzw pzxil )
sec
where ¥4, is velocity of the object found by the optical flow algorithm (defined in Section III-B) and @opject
is the acceleration of the video object. Note that, ¥}, is scaled by 25 assuming that the video runs at 25 fps
and object acceleration is calculated for each haptic loop, hence At is taken as 1 msec. Then, the dynamic
force experienced by the user can be calculated as

denamic = /Bmobject(_iobject — MeursorGeursor (Newton) (6)

where mpject and Meyrsor are mass values assigned to the video object and cursor, respectively, as discussed
in Section II-C, G.yrsor 18 the acceleration of the cursor, and 3 is a constant to convert the object acceleration
from units of image workspace to that of the haptic workspace.

C. Implementation of Depth-Image Based Haptic Rendering

Another novelty of this chapter is to introduce a new depth-based haptic rendering method using only pixel-
based depth data without any partial reconstruction of object surface. The steps of defining a mapping between
image and haptic space coordinates and interpolation of depth at the HIP position are described below. It is
assumed that the user interacts with video using a 3 degree-of-freedom HIP, which provides force feedback.
The x-y coordinates of the point of contact of the HIP with the video is shown as a 3D cone on the image
plane. The size of the cone is scaled according to the z coordinate of the HIP to provide the user with a sense
of depth on the screen.

Mapping between Image Coordinates and Haptic Coordinates: As a first step, the position of the
HIP in the physical workspace of the haptic device must be registered with the image coordinates. The x-y
coordinates of the HIP position (Zpaptic(t), Ynaptic(t); Zhaptic(t)) in the physical workspace are mapped to
(Zimg(t), Yimg(t)) on the image plane using the following linear relations:

Timg(t) = @zThaptic(t) + by @)
Yimg(t) = ayYnaptic(t) + by (®)
where coefficients w .
" i ) e v
ay = b by = ey, (10)
(yl%(ﬁic - y%g&ic) g

Here (x%&w y,%%ic) and (m%;ﬁic, yﬁ’ﬁic) correspond to the top-left, and bottom-right corners of the haptic
workspace and w and h represent the width and height of the image, respectively. The bias terms b, and b,

are needed since xﬂf&ic and yhm;ﬁic can be negative and the pixel indexes of the image must be integers in
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Fig. 1: Bilinear interpolation of the scene/object depth at the HIP position (Zimg(t), Yimg(t)) on the image
plane, shown by the red dot, using the depth map values at the neighboring image pixels, shown by the blue
dots.

the range of [0, w) and [0, h), respectively.

Interpolation of Depth Map: In order to determine the image depth at the current HIP position (Zimg (%), Yimg(t))
on the image plane, which is in general a non-integer value, bilinear interpolation are employed from the depth
values at the neighboring pixels as depicted in Fig. 1.

In Fig. 1, the red dot shows the actual HIP position on the image plane (Zjmg(t), Yimg(t)) and the blue
dots show the neighboring pixels. The weights used in the bilinear interpolation are inversely proportional to
the distances of the neighboring pixels to (Zimg(t), Yimg(t))

dy = ‘ximg - inmgﬂ dy = ‘yimg - R’Jimg-” (11)

The depth value corresponding to the HIP position is then calculated using the bilinear interpolation as

Naep(Timg, yimg) = dodyhaep(|Timg], [Yimg])
+(1 = da)dyhdep([Timg |, [Yimg|)
+d(1 = dy)haep([Timg |, [Yimg])
+(1 = do)(1 — dy)haep([Timg |, [Yimg])
(12)

The penetration, which was defined in (4), can then be calculated as the difference between hge, and the
z-coordinate of the HIP. However, in order to take this difference, the dynamic range of the depth image needs
to be mapped to the workspace of the haptic device along the z-axis linearly such that the range of depth
values between 0-255 corresponds to the range of movements of HIP along the z-axis in the haptic workspace.

Selection of Mass for Video Object and HIP: Because in general there is no access to the physical
video object, the selection of proper mass values for the HIP and video object should be addressed carefully
considering applicable physical laws. Because the velocity of a video object cannot be altered as a result of
the user interaction, it is assumed that collision of the HIP with a video object shall only affect the HIP;
whereas in real life, collision would affect both parties. Hence, for a real-life like experience, the mass of the
video object should be chosen much larger than that of the HIP so that the velocity of the video object would
not be altered by the user interaction. This is in analogy to a fly interacting with a horse as mentioned in the
Introduction section.

In an active interaction, the force experienced by the user should vary according to how tight the user grips
the HIP, which should be reflected into the mass of the HIP. However, in our passive dynamic interaction
scenario, the effect of the grip of the user is neglected in accordance to the horse-fly analogy. Therefore,
the apparent mass of the haptic device at the tip is set to 0.045 kg, as measured by the manufacturer of the
device and stated in the data specifications sheet (Sensable Tech, 2010). Then, the mass of the video object
is set equal to at least an order of magnitude larger than this value, such that mpject > Meursor, again in



accordance to the horse-fly analogy.

Calculation of Accelerations and Forces: For the computation of dynamic force, the acceleration of the
video object and the HIP need to be estimated. To this effect, first HIP velocity is estimated as the difference
of the HIP position in time

Vceursor, = SUhaptic(t) - xhaptic(t - 1) (13)
Vcursor, = yhaptic(t) - yhaptic(t - 1) (14)

Then, the acceleration can be computed similarly as the difference of HIP velocity in time.

The object acceleration are converted to the units of mm / sec using the inverse of linear mapping defined
in (7), and then demm,c is calculated using (6). The sum of demmw and Fstatw is rendered and displayed
to the user through the haptic device. For smooth and stable haptic interaction, all forces are interpolated from
the video frame rate to the force update rate of the haptic device.

Temporal Interpolation of Forces : Smooth and stable force rendering requires the haptic display rate
to be significantly higher than the video/graphic frame rate (Salisbury et al., 2004). For example, the haptic
display rate is typically 1 kHz, while the video/graphics frame rate is 25 Hz. Hence, interpolated forces
calculated at the video frame rate to the haptic display rate for effective haptic experience are needed. To this
effect, cubic/spline interpolation can be used assuming that the cursor position is fixed between consecutive
video frames. Hence, if the cursor is at the position (z1,y1) in frame ¢ and the calculated total force is
Fi, (x1,91), forces between Fi . (x1,y1) and Fitl (z1,y;), which is the total force calculated at the cursor
position (x1,¥;) in frame 7 + 1, are interpolated in the temporal dimension using cubic interpolation.

III. VIDEO PROCESSING FOR HAPTIC RENDERING

In order to compute reliable haptic information from 2D video clip and associated depth images, depth
images for the video object should be smooth and detailed. The depth images are typically quantized with 8
bits/pixel, and hence, the depth values are in the range [0,255]. If the range of depth in the scene (depth of
field) is large, the quantization can cause loss of fine detail regarding the structure/geometry of some objects
in the scene. Therefore, post processing of depth images may be required to smooth depth data and improve
the haptic experience. Furthermore, motion estimation from video and associated depth images is required to
estimate the acceleration of video objects in order to render dynamic forces. These post-processing operations
are described in detail in the following.

A. Enhancement of Depth Images

The first video processing step is to segment “the touchable object” or the so-called “hot object” from
the rest of the scene at each frame. Hence, the geometrical information of touchable video object would be
represented more precisely within the range of the depth-map. To segment the object, both the color and depth
images are used. The well-known Canny edge detection algorithm is applied to find the edges of the object
of interest (Canny, 1986). The color edge images and edges of depth images are fused, in order to create
the object segmentation mask as shown in Fig. 2, where segmentation of the horse from rest of the frame is
shown.

After the video object is segmented, depth values outside the object mask are set equal to zero, and depth
values within the object mask are rescaled between the minimum and maximum depth values throughout the
video clip. Finally, a Gaussian low pass filter is applied to smooth depth images for a more realistic haptic
experience.

B. Motion Estimation

In the most general case, precise calculation of the relative motion/acceleration between a video object and
the HIP requires estimation of 3D motion of the object from the video and associated depth images, so that
the z-component of the object acceleration (in addition to x and y components) can also be computed for



(a) (b)

(© (d)

Fig. 2: Illustration of video object segmentation and depth image enhancement: (a) original frame (Mo-
bile3DTV) (b) corresponding depth image, (c) computed object segmentation mask, (d) enhanced depth image.

Fig. 3: Sample frames from the synthetic video with dgpjecs, = 0. Here, a ball moves vertically down in a
plane that is perpendicular to the optical axis of the camera.

dynamic force calculation using (6). Estimation of 3D motion and structure from video has been extensively
studied in the literature and some widely used methods and procedures exist (Robertson and Cipolla, 2009).
These methods can be classified as 3D motion and structure using point correspondences or using dense 2D
optical flow. In the former, the first step is to extract common features between successive frames which
are registered automatically or manually. The next step requires estimation of the 3D motion and structure
parameters using either the essential matrix method (Hartley and Sturm, 1994; Harltey and Zisserman, 2000)
or the factorization method proposed by Takosi and Kanade (Tomasi and Kanade, 1992) that can be formulated
for affine or perspective projection models. Since the haptic interaction by the user cannot affect the motion
of objects in the video, the computation of 3D motion parameters can be done offline.

In certain special cases, such as 2D motion on a plane perpendicular to the camera or motion purely along
the z direction (towards to or away from the camera), there are simpler approaches to estimate acceleration
Gobject, » object,» aNd dopject, - In the former, Gopject, =0, in the latter, Gopject, =Gobject, =0, and dopject, can be
estimated by processing depth map images.

Special case Gopject, = 0: If the video object performs 2D planar motion in a plane that is perpendicular to
the camera, the dense 2D velocity, and hence acceleration, can be estimated using the Lucas-Kanade (Lucas
and Kanade, 1981) optical flow algorithm over the segmented textured images (see Fig. 3 for some sample
frames of a synthetic video). This algorithm provides us with the x and y components of the 2D object motion
with respect to the previous frame. The outlier motion vectors can be filtered using a 2D median filter to
obtain a smoother motion field.



Fig. 4: Sample frames from the synthetic video with Gopject, = Gobject, = 0. Here a ball moves towards the
camera along the optical axis of the camera.
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Fig. 5: Static forces rendered for a slice of the ball projected onto the y-z plane in haptic workspace.

Special case Qopject, = Topject, = 0: If the motion of the object is purely along the z direction, object
motion can be estimated from the variation of the depth observed from the depth map images (see Fig. 4 for
some sample frames of a synthetic video). Since it is assumed that the object structure does not change (rigid
object) through the video, the computed differences in depth between the frames will be due to the motion
of the object.

IV. CASE STUDIES AND RESULTS

The proposed concepts are tested using the Omni haptic device (by Sensable Technologies) having 6 degrees
of freedom (dof) sensing and 3-dof force feedback. In our systeme, the user interacts with video passively
through the HIP. Both static and dynamic forces are experienced while interacting with an object moving in
the video. The video can be also paused at a particular frame to feel the geometry of the video object alone
(i.e., the static force).

In order to demonstrate the passive dynamic haptic interaction concept in a controlled experiment, two
synthetic video clips of a bouncing ball are generated. In the first video clip, shown in Fig. 3, the ball moves
vertically up and down perpendicular to the camera, while in the second one, shown in Fig. 4, it moves back
and forth towards the camera along the z axis. Moreover some results on a real “horse” video with associated
depth data are provided (Mobile3DTV).

A. Simulation Results

Video Paused - Static force only: A slice of the ball on the y-z plane at a particular frame is shown in Fig. 5.
The depth is zero at the reference plane (background) and increases as the object approaches the camera along
the +z axis. The rendered static forces are depicted using the blue arrows while the black curve represents
the depth values of the ball at the specified y positions. Note that the HIP moves along the y axis only, hence
only the y and z axes are shown in Fig. 5.
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Fig. 6: The profile of the force vectors rendered for a half slice of the ball a) when only the static forces exist
(blue curve), b) when the cursor is not moving but the object has an acceleration along the +y direction (red
curve) and c) when the cursor and ball accelerates along the +y direction (purple curve). The corresponding
force magnitudes for each HIP position are shown in the upper plot.

Case 1: The ball moves perpendicular to the camera axis:

1. The HIP is stationary (||acursor|| = 0): The ball can move along the x axis, y axis, or both. In our
example (see Fig. 6), the ball accelerates along the +y direction and the HIP is stationary. Hence the total
force experienced by the user, ﬁuser, shown as red, becomes larger than the static force, ﬁstatic alone, shown
as blue. The x and z components of the total force are due to the geometry of the video object only, while the
y component is due to both the acceleration and the geometry of the object. Note that, since the acceleration
of the object is modified intentionally between the frames, the effect of dynamic force is changing.

2. The HIP has a constant acceleration (acyrsor is constant): The effect of relative motion of the video object

with respect to the HIP motion is also shown in Fig. 6. The HIP and the object have a constant acceleration
along the +y direction. Hence, the total force is perturbed slightly towards the y direction (see the purple
curve in Fig. 6). Note that, the acceleration of the HIP is in the same direction as the video object and hence
the magnitude of the force experienced by the viewers in this case (purple curve) is less than what she/he
feels when the HIP is stationary (red curve).

Case 2: The ball moves towards the camera:

1. The HIP is stationary (||acursor|| = 0): It is assumed that the object is rigid and its structure is not

changing as it moves towards the camera. Hence, the changes in the size of the object and depth values at
each pixel are due to the motion of the object. Since the object moves towards the camera, there is a dynamic
force along the +z direction. The effect of this dynamic force is shown by the red curve in Fig. 7. The blue
and red curves again represent the static force and total force including the dynamic force, respectively.
2. The HIP has a constant acceleration (Qeyursor 1S constant): The effect of the relative motion of the ball with
respect to the HIP when the object moves towards the camera is shown as a purple curve in Fig. 7 The HIP
has a constant acceleration, having component along the y direction. Since the force due to the acceleration
of the ball is in the z direction only, the y component of the total force is due to both the acceleration of the
HIP and the geometry of the video object.

B. Results with a Real Video Clip

The “horse” video, where the horse raises his head, has been used as a real video clip for testing the
proposed approach (see Fig. 8 for some sample frames). While calculating the acceleration of the head, it is
assumed dopjecs, = 0 since the movement of the horse’s head towards the camera is relatively small compared
to its movement perpendicular to the camera. Hence, only Gopject, and dopject, are calculated from the video
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Fig. 7: The profile of the force vectors rendered for a half slice of the ball a) when only the static forces
exist (blue curve), b) when the cursor is not moving but the object has an acceleration along the +z direction
(red curve) and c) when the object accelerates along the +z direction and the cursor accelerates along the +y
direction (purple curve).The corresponding force magnitudes for each HIP position are shown in the upper
plot.

Fig. 8: Sample frames from a real video clip (Mobile3DTV). Here the horse slowly raises his head.
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Fig. 9: The plot of the static and the total rendered forces in (a) x-axis and (b) y-axis. A cubic interpolation
is used to connect the discrete force values calculated at each video frame and then display them to the user
at the haptic update rate of 1kHz.



clip using the motion estimation techniques discussed above. The variation in the static and the total forces
in the x and y axes as a function of the selected frames are shown in Fig. 9a and 9b, respectively. In rendering
the dynamic forces, the cursor is virtually attached to a fixed spot on the horse’s head (i.e., it is stuck to the
same spot on the horse as the head moves), hence the static force is constant since the geometry does not
change; but the dynamic force varies due to the acceleration of the horse’s head. The red curve in each plot
represents the total force due to the “sticking” effect and the acceleration of horse head at the HIP position.

The user can also pause the video and feel the static force alone due to the geometry of the horse, generated
from the depth data. The smoothness of the depth data is important for the user experience since it directly
affects the gradient calculation and hence the direction of the static force vector displayed to the user through
the haptic device. In order to reduce the noise in the depth data and make the haptic experience more enjoyable,
a low pass filter was applied to the depth data.

V. CONCLUSION

This chapter introduces the concept of passive dynamic haptic interaction with a video and describes a
method for rendering dynamic forces due to relative motion of the video object. Earlier studies on this subject
have focused on the rendering of only static forces due to the geometry of video objects and neglected the
dynamic effects. However, in passive haptic interactions with videos involving dynamic scenes such as a ball
kicked by a soccer player, a bullet fired by a shooter, or a jet plane making acrobatic movements in the air,
displaying the forces due to the inertia of the video object (e.g., the ball, bullet, and jet plane) to the user is
important for a more immersive experience. As shown in Fig. 6, depending on the mass and the acceleration
of the video object with respect to those of the HIP, the contribution of the dynamic force to the total force can
be significant (e.g. compare the separation distances of the red and blue colored force profiles from the black
colored depth profile in Fig. 6) and may alter the user experience. Note that the masses of the video object
and the HIP are set to ensure that the user is a passive observer; i.e., the momentum transferred to the video
object from the user (through the HIP) is minimal and does not cause a change in its state. In other words,
the user cannot change the state of the object in the video by pushing or pulling it via the HIP. Since the mass
of the video object is selected significantly higher than that of the cursor, the dynamic force felt by the user
is mainly due to the acceleration of the video object. Experimental results demonstrate that adding dynamic
forces results in an observable difference in the total force which leads to more realistic haptic experience.

In conclusion, “immersive” and “interactive are frequently used adjectives in applications such as virtual
reality, computer games, and human-computer interaction. However, their use with real media (both 2D and
3D media) entertainment, broadcast, and communications services is new and in its infancy, since stimuli
represented by modalities beyond 3D video and spatial audio, such as touch, heat, smell, etc., need also
be captured, authored, transmitted, and rendered and displayed at the receiving side to even create a fully
immersive passive haptic media experience. Furthermore, new modalities of interaction with media, such
as active haptic interaction have not yet been considered. Novel ideas and approaches that would enable
haptic experience and haptic interaction with real media open new horizons that will significantly impact next
generation media technologies.
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