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The development of high-speed networks and the expansion of the Internet have increased 
both geographical extent and participant population of applications such as videoconferencing, 
multimedia dissemination, electronic stock exchange, and distributed cooperative work. The key 
property of this type of applications is the need to distribute data among multiple participants 
together with application specific quality of service needs which fact makes multicast protocols an 
essential underlying communication structure. In this paper, we analyze traffic characteristics of 
two scalable multicast protocols, namely Bimodal Multicast (Pbcast) and Scalable Reliable 
Multicast (SRM), each having different approaches for loss recovery and providing reliability. 
Particularly, our simulation studies demonstrate that epidemic approach of Bimodal Multicast 
generates a more desirable traffic than SRM with lower overhead traffic and transport delays. SRM 
delays show long-range dependence and self-similarity whereas Bimodal Multicast delays are short-
range dependent. Self-similarity and long-range dependence are ubiquitous in wide area networks, 
which lead to adverse consequences in network performance. We elaborate on the protocol 
mechanisms as the underlying factor in our empirical results. The intrinsic relation of these 
mechanisms to traffic characteristics is explored. 

 

1. INTRODUCTION 
 
    The development of high-speed networks and the expansion of the Internet have increased 
both geographical extent and participant population of applications such as videoconferencing, 
multimedia dissemination, electronic stock exchange, and distributed cooperative work. The key 
property of this type of applications is the need to distribute data among multiple participants 
together with application specific quality of service needs, which fact makes multicast protocols an 
essential underlying communication structure. For instance, scalability of multicast communication 
as the participant size as well as the network size increases is a significant issue. In the case of an 
increase in participant and network size, the intention is to have overhead traffic of a multicast 
protocol remain almost constant or grow very slowly. 
   In this paper, we study a recent scalable multicast protocol, namely Bimodal Multicast 
(Pbcast), in comparison to Scalable Reliable Multicast (SRM) protocol [1]. Bimodal Multicast 
emerges as both reliable and scalable, and provides remarkably stable delivery output [2]. SRM is 
also scalable, but having best-effort reliability can be problematic in the presence of low levels of 
system wide noise or by transient elevated rates of message loss [3,4]. On the other hand, multicast 



transport protocols offering strong reliability guarantee such as atomicity, virtual synchrony, 
delivery ordering, and network-partitioning support have limitations in terms of scalability and 
throughput stability. Bimodal Multicast’s reliability guarantees are midway between the very strong 
virtual synchrony and the much weaker best-effort guarantees. 
  The loss recovery mechanism of most reliable multicast transport protocols are either pure 
receiver-initiated or a hybrid of sender and receiver-initiated approaches. In the case of large-scale 
multicast applications, pure sender-initiated approach is impractical as it may cause ACK 
implosion. In the receiver-initiated approach, upon detecting message losses, receivers request their 
retransmission by generating negative acknowledgements (NACKs). On the other hand, Bimodal 
Multicast provides an epidemic loss recovery mechanism as a novel approach, which has promising 
outcomes in terms of robustness and overhead [2]. In particular, SRM serves as a reference protocol 
here with its receiver-initiated nonhierarchical feedback control mechanism for loss recovery that is 
based on the principles of TCP, the unicast transport prevalent in the present networks.  
 In this paper, we focus on the traffic that scalable multicast protocols generate. In particular, 
our simulation studies demonstrate that epidemic approach of Bimodal Multicast generates a more 
desirable traffic than SRM with lower overhead traffic and transport delays. SRM delays show 
long-range dependence and self-similarity whereas Bimodal Multicast delays are short-range 
dependent in all cases we study. We elaborate on the protocol mechanisms as the underlying factor 
in our empirical results. The intrinsic relation of these mechanisms to traffic characteristics is 
explored. Our results can be considered toward the general problem of integration of multicast 
communication to the Internet. The ultimate aim is to discover and develop multicast protocols that 
not only feed well-behaved traffic discretely into the existing networks, but also can cope with the 
existing self-similar traffic and its adverse consequences. It has already been shown that Bimodal 
Multicast imposes constant loads on links and routers if configured correctly [5]. In Section 2, we 
review the related work on multicast traffic research, and state the aspects that motivate this study. 
In Section 3, Bimodal Multicast and SRM are reviewed. We present our simulation results in 
Section 4, discuss them in Section 5 along with the performance implications. Finally, the 
conclusions and future work appear in Section 6.  
 
 
2. RELATED WORK AND MOTIVATION 
 
   Analyses of fine-grained measurements over the last decade have shown that network traffic 
is often bursty on a wide range of time scales with significant correlation across arbitrarily large 
time lags. These characteristics, called self-similarity (SS) and long-range dependence (LRD) 
respectively, imply significant queuing delays and degraded network performance. Analysis reveals 
that long-range dependence exists in the network traffic as well as self-similarity [6]. It is well 
known that Hurst parameter denoted by H is a measure of persistence of correlations in traffic when 
it takes values in (0.5, 1) and indicates long-range dependence. Self-similarity in the presence of 
long-range dependence has adverse consequences on network performance.  
 Most efforts in multicast communication have focused on developing new protocols and 
applications. These protocols have been compared with respect to several performance measures 
such as scalability, reliability and congestion control. However, the nature of the traffic stream 
generated by each type of protocol particularly with respect to self-similarity has not been studied 
extensively. Reliable traffic analysis is crucial for different performance evaluation tasks such as 
dimensioning of buffers, bandwidth allocation decisions, and network planning and design [7,8].  
 We are actually motivated by the fact that both the network and transport level multicast 
protocols are still evolving as the deployment of multicast on large-scale has been slower than 
expected. Although SS property of TCP traffic has been analyzed for unicast communication, 
multicast traffic has not been incorporated from this perspective. Our preliminary study [9] relies on 



the comparison of traffic generated by two multicast transport protocols.  Through the message 
delay analysis, we empirically see that traffic belonging to SRM is LRD whereas that of Bimodal 
Multicast is short range dependent under identical settings. This is the basis of our comparative 
study in the present paper for several parameters of the multicast network. The questions we 
ultimately aim to answer are as follows:  

o What is the best protocol that discretely feeds well-behaved traffic into the existing networks? 
o Which multicast protocol(s) can best cope with the existing SS traffic and its adverse 

performance consequences in WAN/Internet? 
o What are the principles and mechanisms behind these protocols that qualify them to be 

superior/better? 
o Can these principles be also used for the modification and/or design of existing protocols for 

unicast communication as well as wireless data communication? 
 In support of the above, it has been shown that the transport layer mechanisms are important 
components in translating heavy-tailed file size distributions at the application layer into link traffic 
self-similarity. Larger time scales like minutes and hours are affected by application and human 
causes, whereas TCP is capable of shaping the traffic at the time scales of few milliseconds to tens 
of seconds [10,11]. The smaller time scales are also significant as they could be relevant for traffic 
engineering purpose of real systems with finite buffer sizes. There exist recent efforts to incorporate 
the transport layer to mathematical models of traffic [11,12].  In this paper, we provide empirical 
evidence of our claim that self-similarity is protocol dependent. The multicast protocols under 
investigation are reviewed next.  
 
3. REVIEW OF MULTICAST PROTOCOLS  

 
 Bimodal Multicast [2] is a novel option in the spectrum of multicast protocols that is inspired 
by prior work on epidemic protocols [13], Muse protocol for network news distribution [14], and 
the lazy transactional replication method of [15]. Bimodal Multicast is based on an epidemic loss 
recovery mechanism. It has been shown to exhibit stable throughput under failure scenarios that are 
common on real large-scale networks [2]. In contrast, this kind of behavior can cause other reliable 
multicast protocols to exhibit unstable throughput.  
 Bimodal Multicast consists of two sub-protocols, namely an optimistic dissemination protocol 
and a two-phase anti-entropy protocol. The former is a best-effort, hierarchical multicast used to 
efficiently deliver a multicast message to its destinations. This phase is unreliable and does not 
attempt to recover a possible message loss. If IP multicast is available in the underlying system, it 
can be used for this purpose. Otherwise, a randomized dissemination protocol can play this role. 
The second stage of Bimodal Multicast is responsible for message loss recovery. It is based on an 
anti-entropy protocol that detects and corrects inconsistencies in a system by continuous gossiping. 
The two-phase anti-entropy protocol progresses through unsynchronized rounds. In each round: 

o Every group member randomly selects another group member and sends a digest of its 
message history. This is called a ‘gossip message’. 

o The receiving group member compares the digest with its own message history. Then, if it is 
lacking a message, it requests the message from the gossiping process. This message is called 
‘solicitation’, or retransmission request. 

o Upon receiving the solicitation, the gossiping process retransmits the requested message to the 
process sending this request. 

 SRM [1] is a reliable multicast protocol which is inspired by the principles of IP multicasting, 
application level framing (ALF), and the TCP/IP architecture design. The protocol necessitates the 
basic IP delivery model and forms reliability on an end-to-end basis. Similar to TCP that adaptively 
sets timers or congestion control windows, SRM algorithms dynamically regulate their control 



parameters such as request and repair timers, based on the observed performance within a session. 
The protocol aims to scale well both to large networks and sessions, and exploits a receiver-based 
reliability mechanism. 
 In SRM, each group member multicasts low-rate, periodic session messages that report the 
sequence number state for active sources, or the highest sequence number received from every 
member. As well as the reception state, the session messages also contain timestamps that are used 
to estimate the distance from each member to every other. Members utilize session messages to 
determine the current participants of the session. In addition to state exchange, receivers use the 
session messages to estimate the one-way distance between nodes. The session packet timestamps 
are used to estimate the host-to-host distances needed by loss recovery mechanisms. The random 
delay before sending a request or repair packet is a function of that member’s distance in seconds 
from the node that triggered the request or repair. Repair requests and retransmissions are multicast 
to the whole group. A lost packet ideally triggers only a single request from a host just downstream 
of the point of failure. 
 As a comparison, in Bimodal Multicast, if a process detects a message loss, it requires a 
unicast request and repair message to recover the loss. In the case when one or both of these control 
messages get lost on a noisy link, additional control messages are required. For SRM protocol, on 
the other hand, in order to guarantee reliable delivery, a process multicasts request message to the 
whole group when it detects a message loss. Request and repair timers are exploited to suppress 
duplicate requests and repairs for the same message loss. A corresponding repair message in 
response to a request is similarly in the form of multicast to the whole group. This feature of SRM’s 
loss recovery mechanism makes its background overhead and bandwidth requirements to increase 
as a function of group size, whereas Bimodal’s background overhead is scalable and does not 
increase with the group size. Recent studies [2,3,4] have shown that, for the SRM protocol, random 
packet loss can trigger high rates of overhead messages. In addition, this overhead grows with the 
size of the system whereas it remains almost constant for Bimodal Multicast [16].    
 
4. SIMULATION RESULTS 
 
4.1. Simulation Settings and Method of Analysis 
 We use our Bimodal Multicast protocol model [16] and existing module for SRM both 
implemented on ns-2 network simulator [17]. The simulation scenarios consist of transit-stub 
topologies with node number N ranging from 20 to 120. The sender is located on a central node and 
receivers are located at all other nodes on the network. Transit-stub topologies approximate the 
structure of the Internet that can be viewed as a collection of interconnected routing domains where 
each domain can be classified as either a stub or a transit domain. Stub domains correspond to 
interconnected LANs and the transit domains model WAN or MANs [18]. We used gt-itm topology 
generator for producing transit-stub topologies [19]. One of the sample transit-stub topologies 
consisting of total 40 nodes is shown in Fig.1. A certain link message drop probability is set on 
every link that forms a randomized system-wide noise. Each link has a bandwidth of 1.5MB. The 
operating parameters, namely the group/network size and the system-wide message drop rate are 
varied. This scenario primarily focuses on the impact of randomized message loss over traffic 
generated by the protocol. We obtain our results from several runs of simulations, each run 
consisting of a sequence of 35000 multicast data messages transmitted by the sender with the rate 
50 messages (each with size 210 bytes) per second. This can be considered as a large file being 
multicast at constant bit rate to all receivers. 
Our approach is to consider the delay of packets over the network. Recently, packet delay 
measurements over the Internet are used to trace the conditions of the network between an origin 
and destination pair [20,21,22]. In our simulations, such measurements represent traffic at the 



transport level. A typical receiver with a fixed distance (3 hops) and the farthest receiver from the 
sender are fixed for analysis. The delay of a message is calculated as the difference of the 
deployment time at the sender from the receive time at a receiver. In most cases the delay 
measurements form a stationary sequence; the exceptions are explained below. We estimate the 
Hurst parameter from the stationary part of the delay sequence. We use the wavelet estimation 
method and nonstationarity analysis tool of Veitch and Abry [23], through the authors’ Matlab 
implementation with Daubechies wavelets. The nonstationarity tool splits data into equally spaced 
blocks and compares the mean and Hurst parameters in these blocks in order to detect 
nonstationarity. The interarrival distribution of the data messages and the throughput at a typical 
receiver are also analyzed as other performance measures.  
 
4.2. Results 
 We compare SRM and Bimodal Multicast in the same simulation settings with the same 
sequence of random numbers. Initially, several independent runs of ns were obtained to observe the 
effect of randomness in our results. For the statistical precision of our results for long-range 
dependence, each run lasts for 35000≥ 215 messages. With such a long sequence, independent runs 
with different seeds showed almost no random variation in the estimated Hurst parameters and other 
statistics of performance. That is why, we have chosen to generate 3 independent random topologies 
for each group size and report their average statistics here. This has introduced randomness in our 
experiments while reinforcing our results as all topologies for a fixed group size showed similar 
performance characteristics within some variation.  
The most striking result of this paper is displayed in Fig. 2. We have started with small groups of 
size 20 and went up to 120 all on a transit-stub topology. The Hurst parameter estimates are given in 
Fig. 2 for Bimodal Multicast and SRM at two levels of system-wide drop rate, namely 1% and 2%.  
Both protocols behave similarly up to group size 80; they generate short-range dependent traffic 
with H values around 0.5. When the group size increases to 100 or more, SRM delays show long-
range dependence with H values statistically significantly greater than 0.7. Bimodal Multicast 
continues to produce short-range dependent traffic for groups of size 100 and 120. In fact, as 
indicated in  [9], on a tree topology of much larger network, namely 500-nodes where 300 are group 
members, Bimodal still produces short-range dependent traffic with H value 0.54 whereas SRM 
traffic has H value 0.65. Our current results hence detect the threshold group size for which SRM’s 
scalability ceases under system wide noise.  
The load that group size asserts on the network in the SRM case is apparent in Fig. 3. In group sizes 
smaller than 100 and for all cases of Bimodal Multicast, the delay sequence is stationary starting 
from the very first message. However, for SRM in left plot of Fig. 3 where N=100, there is a 
transient period where the delays are huge. The protocol then decreases the delay and stabilizes the 
throughput (not shown here). Our Hurst parameter estimate corresponds to the latter stationary 
segment for which the wavelet-scaling diagram is also provided in Fig. 3. For the cases where H is 
around 0.5, this plot would have a slope around 0. Here, we observe two levels of pattern in the 
correlation structure. For small octaves, there is a nonlinear scaling until octave 5 and then there is a 
linear scaling after octave 7, which is relevant for long-range dependence. Equivalently, the pattern 
changes at a time scale corresponding to about 26 = 64 messages, that is about the order of 1 second 
in view of the message rate 50/sec. This is in accordance with the results of TCP traffic examined at 
the transport level in [10]. The smaller time scales might represent the effect of SRM’s control 
actions at the granularity of time-to-live, TTL, and request and repair timers (in analogy to RTT and 
retransmission timer in the case of TCP), spanning time scales from 0.04 seconds to 1 second. In 
contrast, the larger scales show the overall effect on the network due to congestion and they span 
time scales from 1 second to an hour. Although the delay decreases somewhat after the transient 
period in Fig. 3, it does not do so for N=120 yielding a stationary sequence from the start. In 
addition to the Hurst parameter, the mean of delay is also strikingly different for the two protocols. 



The mean delay for Bimodal multicast is in the order of 0.03 second, whereas it is in the order of 
0.70 second for SRM. 

 
 The interarrival distributions reflect the performance implications of the traffic patterns. In 
Fig. 4, the interarrival distribution of the long-range dependent sequence for SRM is found to be 
Exponentially distributed, whereas it is found to be Normally distributed for the corresponding 
Bimodal Multicast traffic, which is short-range dependent. The difference in the standard deviation 
of the two distributions is remarkable although they have the same mean. Overall, we see that the 
interarrival distribution is approximately Normally distributed when the network is not pressured. 
This is true for Bimodal Multicast in all cases, and in smaller size groups for SRM. In the SRM 
case, as the group size increases, the distribution becomes right skewed (long right tail) and an 
Exponential distribution fits well. There is a similar difference for their throughputs, which is not 
documented here. Although the mean throughput is the same, the variance is significantly smaller 
for Bimodal Multicast.  
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Figure 3. A sample delay sequence for the farthest receiver in a group of size 100 with 
1% system-wide drop rate in the case of SRM (left); and the corresponding scaling 
diagram (right) used for the estimation of H, which is obtained as a result of the 
wavelet transform of the stationary part of the delay sequence. 

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

10 20 30 40 50 60 70 80 90 100 110 120 130
group size 

H

1% Pbcast
2% Pbcast
1% SRM
2% SRM

Figure 2. Hurst parameter as a function of group 
size for Bimodal Multicast and SRM at two 
levels of system-wide drop rate. 

Figure 1. Sample 40-node transit-stub 
topology. 



 The scalability of Bimodal Multicast is remarkable, only at a negligible cost in reliability. At 
most 1 or 2 losses are encountered in 35000 messages for all simulations. The throughput decreases 
and the variance of the interarrival increases only slightly as the group size and/or the drop rate 
increases. The Hurst parameter on the other hand is very stable in response to doubling of drop rate 
or increase of the group size. Bimodal Multicast provides stable throughput in the sense that it has 
smaller variance than SRM. On the other hand, SRM makes utmost effort for reliability as no losses 
have been encountered in our simulations. This comes at a cost of longer delays, slightly lower 
throughput than Bimodal Multicast (significantly lower for N=120), more variable interarrivals, and 
most importantly self-similar traffic patterns. To demonstrate this pattern with respect to bigger 
group sizes, the scaling diagram is given finally in Fig. 5 for SRM (left), and for comparison for 
Bimodal Multicast (right). The trivial scaling for Bimodal Multicast is apparent. In comparison to 
Fig. 3 (right), as the group size increases, the small time scaling becomes linear rather than 
nonlinear. The difference between the scaling graphs for SRM in Fig. 3 and 5 is very similar to the 
difference in the graphs of only TELNET and FTP traffic of 1990 Bellcore traces and 1994 Bellcore 
traces, respectively. In [10], this difference has been attributed to the increasing WWW traffic from 
0% to 10% in 4 years, that is, to the application types. In our case, it is due to increasing group size 
and directly affected by the protocol.  
 
5. PERFORMANCE IMPLICATIONS AND DISCUSSION  
 
  The offered load to the network is the same, but the resulting traffic patterns are different with 
the two reliable protocols. Bimodal Multicast continues to produce short-range dependent delays 
whereas SRM delays become long-range dependent with H>0.7 when the group size is over a 
threshold value. Such a threshold is expected to depend on the parameters of the network, such as 
noise, link capacity and buffer size; yet occurs at a moderate group size, N = 100, in our settings, 
which is common to many current distributed applications. The mean message delay is found to be 
much larger for SRM, in the order of 50 times of that for Bimodal multicast in presence of LRD. It 
is known that under long-range dependence, the queue lengths decay more slowly in contrast to 
short-range dependent traffic. This has been shown analytically for various self-similar models in 
addition to simulation studies [24].  
 Another striking result verified with both approaches is that the utilization factor cannot be 
practically improved by enlarging buffers [25,26]. Instead, increasing link bandwidth has the effect 
of decreasing queuing delay more drastically under self-similar and long-range dependent traffic 
conditions. On the other hand, when H is not very large (H<0.7), or short range dependent exists 
strongly along with LRD, self-similarity is less significant for performance such as buffer 
occupancy [27]. Some recent studies focus on the queuing behavior of hybrid traffic [see e.g. 28].    
 In SRM, a process multicasts a request message to the whole group when it detects a message 
loss in order to guarantee reliable delivery. Request and repair timers are exploited to suppress 
duplicate requests and repairs for the same message loss. A corresponding repair message in 
response to a request is similarly in the form of multicast to the whole group. This feature of SRM’s 
loss recovery mechanism makes its background overhead and bandwidth requirements to increase 
as a function of group size. As a result, there is zero loss in our simulations but at the expense of 
self-similar traffic with long-range dependence. The delays are high and loss recovery mechanism 
works, but it imposes such a pattern that implies low performance as a result of H > 0.5. This can be 
explained by the congestion of the network due to increased overhead, which is triggered by the loss 
recovery mechanism of SRM. In addition to multicasting of request and repair messages, which 
brings extra load, the timers which try to balance this fact may not be adequately set in the case of 
congestion. The estimates that these timers are based on have a small probability of being incorrect, 
and in the case of SRM as the size of the system increases, the absolute likelihood of mistakes rises 



causing the background overhead rise. 

   
 We have captured the effect of SRM not only at small time scales but also showed that a self-
similar pattern is induced on the network delays at large time scales as well. Structural models of 
data traffic account for large time scaling through the effect of the application/user layer, which has 
also been verified by numerous empirical and simulation work. Recently, the effect of TCP’s 
retransmission mechanisms, in addition to its congestion control, on self-similarity over small to 
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Figure 5. Scaling diagram used for the estimation of H, which is obtained as a result of the 
wavelet transform of the delay sequence for the farthest receiver in a group of size 120 with 
1% system-wide drop rate in the case of SRM (left), and Bimodal Multicast (right). Since the 
large time linear scaling, which is relevant for long-range dependence becomes prominent in 
SRM case, we use the larger scales for the estimation of H.  

0 0.05 0.1 0.15 0.2
0

2000

4000

6000

8000

10000

12000

interarrivals (second)

fre
qu

en
cy

SRM with 1% system-wide drop rate, N = 100

0 0.02 0.04 0.06 0.08 0.1 0.12
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

4

interarrivals (second)

fre
qu

en
cy

Pbcast with 1% system-wide drop rate, N = 100

Figure 4. The message interarrival distribution for the receiver in Figure 2 with SRM 
(left) and the same distribution when Bimodal Multicast is used (right). Exponential 
distribution fits well in the case of SRM whereas the interarrival spacings of 
multicasts are roughly Normal in Bimodal multicast with a much tighter dispersion. 



medium time scales has been analyzed in [11]. Our present work demonstrates that SRM having a 
similar loss recovery mechanism to TCP can induce self-similarity also at those time scales. 
Ubiquitous presence of self-similarity in data networks might be due to wide spread availability of 
TCP.  
 Bimodal Multicast is based on epidemic paradigm for loss recovery. If a process detects a 
message loss in the end of a gossip round, it requires a unicast request and repair message to recover 
the loss. Bimodal’s background overhead is scalable and does not increase with the group size. 
Hence, its traffic does not manifest self-similarity with long-range dependence. Although our 
simulations mimic an infinite size file being transferred with constant bit rate, a heavy load at the 
application layer, the traffic of Bimodal Multicast is short-range dependent in all group sizes. The 
anti-entropy protocol uses gossiping, which is a spatial mechanism in contrast to temporal timer 
mechanism of SRM. This helps explaining the difference in the traffic patterns. Temporal behavior 
such as heavy-tailed session durations (as a result of user behavior, like OFF times, or heavy-tailed 
file size distributions) directly translates to long-range dependence. In the case of Bimodal 
Multicast, the burden is distributed spatially by the gossiping mechanism. See [29] for a similar 
space versus time stretching analogy established for UDP and TCP, respectively. UDP shows less 
self-similar characteristic due to lack of reliability compared to TCP. Bimodal multicast provides 
high level of probabilistic reliability guarantees as well as producing short-range dependent delays 
and highly scalable stable throughput. 
 

6. CONCLUSIONS AND FUTURE WORK 
 
 This paper contributes to identifying better protocols for the design of future’s multicast 
communication. We compare Bimodal Multicast to SRM because the latter is similar to TCP, which 
is prevalent in the Internet and is known to show more SS than its non-flow controlled counterpart, 
UDP. Our main conclusions are 1) Bimodal Multicast generates short-range dependent delays 
which are scalable in number of users like its other superior performance properties scalability and 
reliability, 2) we confirm that a timer-based loss recovery mechanism generates self-similarity with 
long-range dependence and hence adverse performance consequences when used, also for multicast 
communication. 
          We have identified Bimodal Multicast as the better protocol that discretely feeds well-
behaved traffic into the existing networks. We have argued that its novel epidemic loss recovery 
approach facilitates this outcome. We aim to demonstrate this result by a mathematical proof and 
also confirm for link level traffic as future work. What happens when Bimodal Multicast mixes with 
self-similar traffic of WAN/Internet is an open question. We expect that performance results for the 
multiplexing of short-range and long-range dependent traffic will be verified. We intend to run 
simulations in the presence of self-similar background traffic. Finally, the principles of epidemic 
communication can be investigated for the modification and/or design of existing protocols for 
unicast as well as wireless data communication. 
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